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Validation in Effectiveness of popular IQA and FIQA metrics 
reffering to their correlation with subjective scores.

Motivation
Current SOTA face restoration (FR) methods achieve perfect results on (a) widely used test sets, 
but fails on cases from (b) our proposed FOS datasets with complex motions from videos.

(a) (b)

Quantitative comparison of image and 
video FR methods on FOS-V dataset.Thus we propose the FOS benchmark to re-think current FR methods, including image subsets 

of FOS-real, FOS-syn with a toxonomy of full, occluded and side faces sampled from videos.

FOS-real subset includes lq face mages sampled from real-world video clips.

FOS-syn subset is lq-hq image pairs in which lq is synthesized from CelebA-HQ.

We further propose FOS-V to fill the gap that no video FR test set from real-world is available.

FOS-V subset includes real-word lq video clips with various face motion.

Quantitative comparison of image and video FR methods on FOS-syn dataset.

Subjective scores achieved by 4 image FR 
medthos on FOS-real(#158).
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